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SENSATION Main Objectives 

1.  To	  develop	  adequate	  automata	  based	  modeling	  
formalisms	  to	  describe	  a	  wide	  range	  of	  energy-‐
related	  systems,	  and	  tailored	  towards	  power-‐aware	  
opAmizaAon.	  

2.  To	  advance	  quan2ta2ve	  model-‐checking	  techniques	  
and	  tools	  to	  allow	  for	  scalable	  model-‐based	  
quanAtaAve	  analysis	  of	  energy-‐aware	  models.	  
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SENSATION Main Objectives 

3.  To	  provide	  algorithmic	  and	  tool	  support	  for	  
automa2c	  synthesis	  of	  energy-‐op2mal	  adap2ve	  and	  
dynamic	  energy	  management	  strategies.	  

4.  To	  provide	  a	  design	  explora2on	  method	  allowing	  to	  
analyse	  the	  effect	  of	  design	  choices	  in	  terms	  of	  a	  
trade-‐off	  between	  energy,	  performance	  and	  
reliability.	  

5.  To	  experimentally	  demonstrate	  the	  radically	  
increased	  scale	  of	  systems	  being	  energy-‐wise	  
selfsupporAng	  ranging	  based	  on	  cases	  arising	  from	  
space	  missions,	  streaming	  applica2ons	  and	  
so;ware-‐defined	  radios.	  
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SENSATION Vision 

§  Increase	  by	  orders	  of	  magnitude	  the	  scope	  of	  
compuAng	  systems	  and	  applicaAons	  which	  are	  
self-‐supporAng	  from	  an	  energy	  perspecAve.	  

§  To	  arrive	  at	  this	  we	  will	  build	  upon	  sound	  modeling	  
and	  composi2on	  concepts	  and	  innovaAve	  
quan2ta2ve	  verifica2on	  technologies,	  allowing	  to	  
opAmize	  energy-‐efficiency	  with	  a	  trade-‐off	  of	  other	  
resources	  (Aming,	  memory).	  
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SENSATION 
Resource Analysis &  
       Optimization 
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Model Checking 

 

TOOL 
 

System Description 

Requirement 
Yes  

   Prototypes 
   Executable Code 
   Test sequences 

No! 
Debugging Information 

A( req ) A} grant) 
A( req ) A}t<30s grant) 

 
A( req ) A}t<30s , p>0.90 grant) 
A( req ) A}t<30s,c<5J grant) 

 

QUANTITATIVE 
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Time Cost Probability 



Model Checking 
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Models 
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ALW( OFF) EVENs<3, p>0.90 ON) 

ALW( OFF) EVEN ON) 

ALW( OFF) EVENt<5, p>0.90 ON) 
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Probabilistic 

Timed 



Models 
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ALW( OFF) EVENt<5, p>0.90 ON) 

Timed 

ALW( OFF) EVENE<0.9, p>0.90 ON) 

Priced 



Models 
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Hybrid 



UPPAAL Tool Suit 
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TRON 

CLASSIC 

TIGA 
CORA 

ECDAR 

SMC 

Cost 
Optimization 

Synthesis 

Component 

Testing 

Performance 
Analysis 

Verification 

STRATEGO Optimal Synthesis 
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Origin of UPPAAL 
TAU 

CCS & Modal Transition Systems 
Refinements 

Modal Mu-Calculus 
Explicit State Representation 

Prolog 

EPSILON 
TCCS 

Timed Refinements 
Timed Mu-Calculus 

Regions 
Prolog< 

1989 

1993 
UPPAAL 

Timed Automata 
TCTL 
Zones 

C++ & Java 
 

1995 
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Overview   
§  Timed Automata    / UPPAAL 

§  Verification 
§  Priced Timed Automata   / UPPAAL CORA 

§  Optimal Scheduling (multicore applications) 
§  Optimal Infinite Scheduling 
§  Multi objective optimization 

§  Schedulability Analysis & Scheduling 
§  Single Core, Multi Core 
§  Dynamic voltage Scheduling 
§  Energy Automata 

§  Stochastic Priced Timed Automata  / UPPAAL SMC 
§  Statistical Model Checking 
§  Low Power Medium Access Protocol 
§  Stochastic Hybrid Automata 
§  Energy-Aware Buildings 
§  Battery-Aware Scheduling 

§  Stochastic Priced Timed Games  / UPPAAL STRATEGO 
§  Optimal & Safe Synteses 
§  Energy-Aware and Optimal Satelitte Scheduling 

§  Conclusion 
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Timed Automata 



A Dumb Light Controller 
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Timed Automata 

ADD a clock   x 

Synchronizing 
action 

Clock Guard 
Conjunctions of 

x~n 

x: real-valued 
clock 

Reset 

[Alur & Dill’89] 
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A Timed Automata (Semantics) 

States:  
    ( location , x=v)  where v2R  

Transitions: 
                ( Off , x=0 )  
delay 4.32    à ( Off , x=4.32 )   
press?     à ( Light , x=0 )   
delay 2.51    à ( Light , x=2.51 ) 
press?     à ( Bright , x=2.51 ) 
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Intelligent Light Controller 
Invariant 

(Henzinger) 
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Intelligent Light Controller 

Transitions: 
                ( Off , x=0 )  
delay 4.32    à ( Off , x=4.32 )   
press?     à ( Light , x=0 )   
delay 4.51    à ( Light , x=4.51 ) 
press?     à ( Light , x=0 ) 
delay 100    à ( Light , x=100) 
τ 	
     à ( Off , x=0) 

Note: 
  ( Light , x=0 ) delay 103 à  
 

X  

Invariants 
ensures 
progress 
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Intellingent Light Control 

ICT Energy PhD School, Fiuiggi, July 2015 Kim Larsen [26] 

OFF 

LIGHT 

HOT 

press 

press 

press 

press 
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Train Crossing 

Time 

River 

Bridge 
tracks 

Safe Approaching Crossing Safe 

0 3 – 5 20 
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Train Crossing 

Time 

River 

Bridge 
tracks 

Safe Approaching Crossing Safe 

Safe Approaching Crossing Safe 

10 0 3 – 5 20 
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Stop the train while it still stoppable! 



Train Crossing 

Time 

River 

Bridge 
tracks 

Safe Approaching Crossing Safe 

Safe Approaching Crossing Safe 

10 0 3 – 5 20 

Stopped 

Crossing Safe 

Restarted Stopped 

Crossing Safe 

7 – 15 

Crossing 

Restarted 
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Train Crossing 

Safe Approaching Crossing Safe 

Stopped Restarted 

Add timing+ 
synchronization 
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Timed Automata [Train] 
=        Finite State Control 
      +  Real Valued Clocks 

invariants 

Guards 

Synchronizations 

Resets 

Kim Larsen [32] ICT Energy PhD School, Fiuiggi, July 2015 

SEMANTICS 
( Appr , x=0 )  -5.2-> 
( Appr , x=5.2 )  –stop? -> 
( Stop ,  x=5.2 ) 
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Logical Specifications 

§  Validation Properties 
§  Possibly:   E<> P 

§  Safety Properties 
§  Invariant:  A[] P 
§  Pos. Inv.:  E[] P 

§  Liveness Properties 
§  Eventually:  A<> P 
§  Leadsto:   P à Q 

§  Bounded Liveness 
§  Leads to within:  P à· t Q 

The expressions  P  and 
Q   must be type safe, 
side effect free, and 
evaluate to a boolean. 

 
Only references to 

integer variables, 
constants, clocks,  

    and locations are 
allowed (and arrays of 
these). 
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THE ”secret” of UPPAAL 
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Zones – From Finite to Efficiency 

A zone Z:   
 1· x · 2   Æ  
 0· y · 2   Æ  
 x - y ¸ 0 
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Zones - Operations 

x 

y 

x 

y 

x 

y 

x 

y 

x 

y 

x 

y 

(n,  2·x·4 Æ 
      1·y·3 Æ y-x·0  ) 

(n,  2·x Æ 
      1·y Æ  -3· y-x·0  ) 

(n,  2·x Æ 
      1·y·3 Æ y-x·0  ) 

Delay Delay (stopwatch) 

Reset 

(n,  x=0 Æ 1·y·3  ) 

Extrapolation 

2 

Convex Hull 

(n,  2·x·4Æ 1·y   ) 
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Datastructures for Zones 
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§  Difference Bounded 
Matrices (DBMs) 

 
§  Minimal Constraint 

Form  
   [RTSS97] 

§  Clock Difference 
Diagrams  
   [CAV99] 

 
 

x1 x2 

x3 x0 

-4 

4 

2 
2 

5 

3 3 -2 -2 

1 



Overview   
§  Timed Automata    / UPPAAL 

§  Verification 
§  Priced Timed Automata   / UPPAAL CORA 

§  Optimal Scheduling (multicore applications) 
§  Optimal Infinite Scheduling 
§  Multi objective optimization 

§  Schedulability Analysis & Scheduling 
§  Single Core, Multi Core 
§  Dynamic voltage Scheduling 
§  Energy Automata 

§  Stochastic Priced Timed Automata  / UPPAAL SMC 
§  Statistical Model Checking 
§  Low Power Medium Access Protocol 
§  Stochastic Hybrid Automata 
§  Energy-Aware Buildings 
§  Battery-Aware Scheduling 

§  Stochastic Priced Timed Games  / UPPAAL STRATEGO 
§  Optimal & Safe Synteses 
§  Energy-Aware and Optimal Satelitte Scheduling 

§  Conclusion 

ICT Energy PhD School, Fiuiggi, July 2015 Kim Larsen [39] 



Priced Timed 
Automata 



Embedded Systems 

Tasks: 
Computation times 
Deadlines 
Dependencies 
Arrival patterns 
uncertainties 

Resources 
Execution platform 
Energy, Memory 
Networks 
Drivers 
uncertainties 

Scheduling Principles (OS) 
EDF, FPS, RMS, DVS, .. 

ICT Energy PhD 
School, Fiuiggi, 

July 2015 
41 



Kim Guldstrand Larsen [42] 

Timing Analyses 

§  Worst Case Analysis:  
of execution time, energy, 
memory, etc. of an isolated 
task. 

§  Schedulability analysis:  
Verify no deadlines are 
violated in higher level 
system for given sched. 
princinple 

§  Scheduling:  
Assign resources to tasks 

Tasks 

SP 

Res. 
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Resources & Tasks 

Resource 

Task 

Shared variable 

Synchronization 
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Task Graph Scheduling – Example 
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+ 
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using 2 processors 

P1 (fast) P2 (slow) 

A 
B C D 

C 

D 
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Task Graph Scheduling – Example 
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E<> (Task1.End and … and Task6.End) 



Experimental Results 
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Abdeddaïm, Kerbaa, Maler 

Symbolic A* 
Branch-&-Bound 

60 sec 



Task Graph Scheduling – Revisited 
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Task Graph Scheduling – Revisited 
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Task Graph Scheduling – Revisited 
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A simple example 
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A simple example 
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Q: What is cheapest cost for reaching        ?  



Priced Zones 

ICT Energy PhD School, Fiuiggi, July 2015 Kim Larsen [54] 

A cost function C 
           C(x,y)= 
                 2¢x - 1¢y + 3 

A zone Z:   
 1· x · 2   Æ  
 0· y · 2   Æ  
 x - y ¸ 0 

[CAV01] 



Priced Zones – Reset  
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A cost function C 
           C(x,y) =  
                2¢x - 1¢y + 3 

A zone Z:   
 1· x · 2   Æ  
 0· y · 2   Æ  
 x - y ¸ 0 

Z[x=0]: 
     x=0 Æ 
     0· y · 2 

C = 1¢y + 3 

C= -1¢y + 5 

[CAV01] 



Symbolic Branch & Bound Algorithm 

 
 

 Z’  is bigger & 
cheaper than Z 

 

· is a well-quasi 
ordering which 

guarantees 
termination! 

ZZ ≤'

Kim Larsen [56] ICT Energy PhD School, Fiuiggi, July 2015 



cost 

t 
E L T 

E  earliest landing time 
T  target time 
L  latest time 
e  cost rate for being early 
l   cost rate for being late 
d  fixed cost for being late 

e*(T-t) 

d+l*(t-T) 

Planes have to keep separation 
distance to avoid turbulences 
caused  by  preceding planes 

Runway 

Example: Aircraft Landing 
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Planes have to keep separation 
distance to avoid turbulences 
caused  by  preceding planes 

land! 
x >= 4 

x=5 

x <= 5 
x=5 

x <= 5 

land! 

x <= 9 
cost+=2 

cost’=3 cost’=1 

4  earliest landing time 
5  target time 
9  latest time 
3  cost rate for being early 
1  cost rate for being late 
2  fixed cost for being late 

Runway 

Example: Aircraft Landing 
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Aircraft Landing Source of examples: 
 Baesley et al’2000 
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Symbolic Branch & Bound Algorithm 

Zone based 
Linear Programming 
Problems 
à (dualize) 
Min Cost Flow 
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Optimal Infinite Schedule 
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Optimal Infinite Scheduling 
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Maximize throughput: 
i.e. maximize Reward / Time in the long run! 



Optimal Infinite Scheduling 
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Minimize Energy Consumption: 
i.e. minimize Cost / Time in the long run 



Optimal Infinite Scheduling 
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Maximize throughput: 
i.e. maximize Reward / Cost in the long run 



Bouyer, Brinksma, Larsen:  
HSCC04,FMSD07 

Mean Pay-Off Optimality 
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c1 c2 

c3 cn 

r1 r2 

r3 rn 
σ 

Value of path σ:   val(σ) = limn!1 cn/rn 

Optimal Schedule σ*:  val(σ*) = infσ val(σ) 

Accumulated cost 

Accumulated reward 
: BAD 

THM: The mean-pay off optimization problem is decidable  (and PSPACE-complete) for PTA. Corner Point Abstract Sound & Complete 



Larsen, Fahrenberg: 
INFINITY’08 

Discount Optimality 
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c(t1) 
c(t2) 

c(t3) c(tn) 

t1 t2 

t3 tn 
σ 

Value of path σ:   val(σ) =   

Optimal Schedule σ*:  val(σ*) = infσ val(σ) 

Cost of time tn 

Time of step n 

λ < 1 :  discounting factor 

: BAD THM: The dsicount optimization problem  is decidable for PTA.  Corner Point Abstract Sound & Complete 



Soundness of  
            Corner Point Abstraction 

ICT Energy PhD School, Fiuiggi, July 2015 Kim Larsen [67] 



Multiple Objective Scheduling 
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P2 P1 

P6 P3 P4 

P7 P5 

16,10 

2,3 

2,3 

6,6 10,16 

2,2 8,2 

4W 3W 

cost1’==4 cost2’==3 

cost1 

cost2 

Pareto Frontier 

The Pareto Frontier for  

Reachability in Multi Priced Timed Automata 

is computable  

[Larsen&Rasmussen: FoSSaCS05] 
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§  Stochastic Priced Timed Automata  / UPPAAL SMC 
§  Statistical Model Checking 
§  Low Power Medium Access Protocol 
§  Stochastic Hybrid Automata 
§  Energy-Aware Buildings 
§  Battery-Aware Scheduling 

§  Stochastic Priced Timed Games  / UPPAAL STRATEGO 
§  Optimal & Safe Synteses 
§  Energy-Aware and Optimal Satelitte Scheduling 

§  Conclusion 

ICT Energy PhD School, Fiuiggi, July 2015 Kim Larsen [69] 



Schedulability  
& Performance Analysis 

?? 
Schedulability  

& Performance Analysis 



Task Scheduling 
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T2 is running 
{ T4 , T1 , T3 } ready 
ordered according to some 
given priority: 
(e.g. Fixed Priority, Earliest Deadline,..) 

T1 

T2 

Tn 

Scheduler 
 
 
 

2 1 4 3 

ready 
done 

stop 
run 

P(i), UNI[E(i), L(i)], .. : period or  
                          earliest/latest arrival or ..  for Ti 
C(i), UNI[BC(i),WC(i)] : execution time for Ti 
D(i): deadline for Ti 
 

utilization of CPU 



Modeling Task 
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T1 

T2 

Tn 

Scheduler 
 

 
 

2 1 4 3 

ready 
done 

stop 
run 



Modeling Scheduler 

ICT Energy PhD School, Fiuiggi, July 2015 Kim Larsen [73] 

T1 

T2 

Tn 

Scheduler 
 

 
 

2 1 4 3 

ready 
done 

stop 
run 



Modeling Queue 
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T1 

T2 

Tn 

Scheduler 
 

 
 

2 1 4 3 

ready 
done 

stop 
run 

…… 



Schedulability = Safety Property 

ICT Energy PhD School, Fiuiggi, July 2015 Kim Larsen [75] 

A :(Task0.Error or Task1.Error or …) 

:(Task0.Error or Task1.Error or …) 

May be extended with preemption 



Schedulability Analysis 
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const int E[N] = { 200, 200, 100, 100 };       
const int L[N] = { 400, 200, 100, 100 };  // Ready interval 
const int D[N] = { 400, 200, 100, 100 };  // Deadlines 
const int WC[N] = { 60,  40,  20,  10 };  // Worst Computation Times 
const int BC[N] = { 20,  20,  10,   5 };  // Best Computation Times 
const int P[N] = {   1,   2,   3,   4 };  // Priorities 

simulate  1 [<=400]  
 { Task0.Ready + 2*Task0.Running +3*Task0.Blocked,     
   Task1.Ready + 2*Task1.Running +3*Task1.Blocked  + 4,   
   Task2.Ready + 2*Task2.Running + 3*Task2.Blocked + 8,   
   Task3.Ready + 2*Task3.Running + 3*Task3.Blocked +12 } 

A[] not (Task0.Error or Task1.Error  
                       or Task2.Error or Task3.Error) J 



Schedulability Analysis 

ICT Energy PhD School, Fiuiggi, July 2015 Kim Larsen [77] 

const int E[N] = { 200, 200, 100, 100 };       
const int L[N] = { 400, 200, 100, 100 };  // Ready interval 
const int D[N] = { 400, 200, 100, 100 };  // Deadlines 

const int WC[N] = { 60,  40,  20,  60 };  // Worst Computation Times 
const int BC[N] = { 20,  20,  10,   5 };  // Best Computation Times 
const int P[N] = {   1,   2,   3,   4 };  // Priorities 

A[] (not Taski.Error)    i : 0,1,2,3  K 
Pr[<=4000]  
  ( <> Task0.Error or Task1.Error  
                or Task2.Error or Task3.Error) 

simulate  10000 [<=400]  
 { Task0.Ready + 2*Task0.Running +3*Task0.Blocked,     
   Task1.Ready + 2*Task1.Running +3*Task1.Blocked  + 4,   
   Task2.Ready + 2*Task2.Running + 3*Task2.Blocked + 8,   
   Task3.Ready + 2*Task3.Running + 3*Task3.Blocked +12 } 
   : 1 : (Task0.Error or Task1.Error or Task2.Error or Task3.Error) 

K J J 



Performance Analysis 
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sup : Task2.r, Task3.r 



Performance Analysis 
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E[<=800; 5000] (max: Task0.r) 
E[<=800; 5000] (max: Task0.r) 
E[<=800; 5000] (max: Task0.r) 
E[<=800; 5000] (max: Task0.r) 

D=400 

D=200 

D=100 

D=100 



Herschel-Planck Scientific Mission at ESA 
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Attitude and Orbit Control Software 
TERMA A/S Steen Ulrik Palm, Jan Storbank Pedersen, Poul Hougaard 



Herschel & Planck Satelites 

§  Application software (ASW)  
§  built and tested by Terma: 
§  does attitude and orbit control, tele-

commanding, fault detection isolation and 
recovery. 

§  Basic software (BSW)   
§  low level communication and scheduling 

periodic events. 
§  Real-time operating system (RTEMS) 

§  Priority Ceiling for ASW,  
§  Priority Inheritance for BSW 

§  Hardware 
§  single processor, a few communication 

buses, sensors and actuators. 

Kim Larsen [81] ICT Energy PhD School, Fiuiggi, July 2015 

Requirements: 
Software tasks should be schedulable. 
CPU utilization should not exceed 50% load 



Modeling in UPPAAL 

ICT Energy PhD School, Fiuiggi, July 2015 Kim Larsen [82] 

UPPAAL 4.1 Framework 
ISoLA 2010 



Gantt Chart 1. cycle 

Kim Larsen [83] ICT Energy PhD School, Fiuiggi, July 2015 



Blocking & WCRT 

ICT Energy PhD School, Fiuiggi, July 2015 Page 84 

Marius Micusionis 



TERMA Case Follow-Up 
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[ f*WCET, WCET] 

1 Day 
6 Days 

f=100% f=95% 

f=90% f=86% 

ISOLA 2012 



TERMA Case  - Statistical MC 
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TERMA Case – Conclusion 
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Multi-Processor 
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Handling realistic applications? 
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Smart phone: 

Jan Madsen  
Aske Brekling 

Michael R. Hansen/ DTU 



Timed Automata for a task 

90 ICT Energy PhD School, Fiuiggi, July 2015 



Smart phone 
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§  Tasks: 114 
§  Deadlines: [0.02: 0.5] sec 
§  Execution: [52 : 266.687] 

cycles 
§  Platform: 

§  6 processors, 25 MHz 
§  1 bus 

§  Verified in  10 min! 
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Energy and Scheduling ? 

92 

§  Power consumption mainly by dynamic 
power 

§  Supply voltage reduction => decreased 
frequency 
 

 

1;V~f 1)-(
ddclk >αα

2
ddL.

clk
2
ddLdynamic

VCE

fVCP

⋅=

⋅⋅=

cycleprdynamic

energy 

Vdd 

delay 

Vdd 

We may miss deadlines 

A non-experts understanding of CMOS 

ICT Energy PhD School, Fiuiggi, July 2015 



Dynamic Voltage Scaling &  
  Task Scheduling 

93 

FCFS 

EDF 

Fixed Priority 

Time Slice 

CPU not always fully utilized ! 
We may occasionally/dynamically lower frequency/supply voltage ! 
Save Energy 

with/without preemption 

ICT Energy PhD School, Fiuiggi, July 2015 
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Energy Optimal Scheduling 

T1 

T2 

Tn 

Scheduler 
 

 
 

2 1 4 3 

ready 
done 

stop 
run F:= ?? ; V:= ?? 

“Choose” Freq/
Scaling 

(Voltage/Cost) 

Using PTA 

ICT Energy PhD School, Fiuiggi, July 2015 



Energy Optimal Scheduling =       
                Optimal Infinite Path 

ICT Energy PhD School, Fiuiggi, July 2015 Kim Larsen [95] 

c1 c2 

c3 cn 

t1 t2 

t3 tn 
σ 

Value of path σ:   val(σ) = limn!1 cn/tn 

Optimal Schedule σ*:  val(σ*) = infσ val(σ) 

Accumulated cost 

Accumulated time 
:(Task0.Error or Task1.Error or …) 



Approximate Optimal  
                      Schedule 

96 

E[] (not (Task0.Error or Task1.Error or Task2.Error)  
             and  
              (cost>=M imply time >= N)) 
= 
E[] φ(M,N) 

σ ² [] φ(M,N)  imply val(σ)· M/N 

C=M C=M C=M 

T>=N T>=N 

T<N T<N 
T<N X X X 

Optimal infinite schedule 
modulo cost-horizon 

C=M 

ICT Energy PhD School, Fiuiggi, July 2015 
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Preliminary Results 

Computed Schedule without DVS 

ICT Energy PhD School, Fiuiggi, July 2015 
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Preliminary Results 

Computed Schedule WITH DVS 

ICT Energy PhD School, Fiuiggi, July 2015 



Energy Automata 



Managing Resources 

ICT Energy PhD School, Fiuiggi, July 2015 Kim Larsen [100] 



Consuming & Harvesting Energy 

ICT Energy PhD School, Fiuiggi, July 2015 Kim Larsen [101] 

Maximize throughput 
while respecting:  0 · E · MAX 



Energy Constrains 

ICT Energy PhD School, Fiuiggi, July 2015 Kim Larsen [102] 

§   Energy is not only consumed but may also be regained 
§   The aim is to continously satisfy some energy constriants 



Results (so far) 

ICT Energy PhD School, Fiuiggi, July 2015 Kim Larsen [103] 

P Bouyer, U Fahrenberg, K Larsen, N  Markey,.. . Infinite runs in weighted timed automata with energy constraints. 2008. 



One Weight Results 

P Bouyer, U Fahrenberg, K Larsen, N  Markey,.. . Infinite runs in weighted timed automata with energy constraints. 2008. 

decidable 

decidable 

P. Bouyer, U. Fahrenberg, K. G. Larsen, N. Markey: Timed automata with observers under energy constraints. HSCC 2010 

decidable 

decidable 

ICT Energy PhD School, Fiuiggi, July 2015 Kim Larsen [104] 

undecidable 
undecidable 

PSPACE-c 

PSPACE-c 

undecidable 

undecidable 

undecidable 

P. Bouyer, K. G. Larsen, and N. Markey. Lower-bound constrained runs in weighted timed automata. QEST 2012 

   decidable (flat)          



Recharge Automata 
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r : recharge to 45 

 c : clock  
Consumption 

rate 

Run 

Daniel Ejsing-Duun, Lisa Fontani: Infinite Runs in Recharge Automata, MSc Thesis 2013 

Max Capacity 45 



Recharge Automata       

ICT Energy PhD School, Fiuiggi, July 2015 Kim Larsen [106] 

Energy Functions 

Run 

Snippet 

THM [FED12]  
Infinite run problem is in NP in general 
                 P for ”flat” RAs. 
Do recharge as late as possible –  
Delay in cheapest locations. 

a 

b 

a 

b 

Daniel Ejsing-Duun, Lisa Fontani: Infinite Runs in Recharge Automata, MSc Thesis 2013 


